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Abstract

The task of designing a recommender system is a complex process. Because of the many technological advancements that may be included in a recommender system, engineers are faced with a fast growing number of design related decisions to be taken. Unfortunately, there is no general approach yet for decision makers that can act as a framework guiding the design of a recommender system. The rich collection of literature on recommender systems, though, offers a great source to identify the key areas where these decisions need to be taken. In this paper, we survey existing literature with the aim of building a recommender system model inspired by Osterwalder’s canvas theory. The result of our semi-structured synthesis is a novel design approach in the form of a canvas for designing recommender systems. This work provides a better understanding and can serve as a guide for decision making in recommender system design.
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1. Introduction

The typical purpose of a recommender system is to actively suggest items of interest to users. Thereby, recommender systems facilitate the exploration of available options while also filtering a set of items in an attempt to decrease the users’ information load (Jugovac et al., 2017). As a practical application, recommender systems are found today in many applications (Lu et al., 2015). Its popularity both in research and practice is evident in the various literature surveys that provide a comprehensive summary of the recommender system field.
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The design of a recommender system is a challenging proposition due to numerous factors. A few of these include, data quality (Gunes et al., 2014), the prioritization of recommender system goals (e.g., precision, recall, accuracy, and novelty of item suggestions) (Bobadilla et al., 2013) (this is an ongoing debate among recommender system researchers), the increase in size (Bobadilla et al., 2013), more complex problem domains (Bouzekri et al., 2018) and more diverse applications across various domains (Fernández-Tobías et al., 2012). In addition, new concepts such as trust derived from social networks (Ma et al., 2011), context-awareness enabled through increased mobile phone use (Gavalas et al., 2014), and the need for configurable human-recommender interaction (He et al., 2016), have also added design considerations when building recommender systems. As a result, engineers have begun to design more distinctive and advanced (hybrid) filtering techniques.

These burgeoning concepts in recommender system development, the variety of choices, and the alternative system designs can be overwhelming for practitioners to consider. Furthermore, coordinating recommender system design tasks, such as eliciting the requirements and engineering issues for a recommender system, can become more imperative, owing to this increased project complexity (Bouzekri et al., 2018). The researchers of (van Capelleveen et al., 2018b) have had a similar experience with specifying requirements while designing recommenders for industrial symbiosis networks.

Models can provide a generic structured and uniform approach to decision making for complex problems (Azevedo et al., 2008). For example, business models (e.g., the business model ontology (Osterwalder et al., 2004)) can be used to capture, understand, communicate, design, analyze and change the business logic of a firm. While process models, e.g., CRISP-DM (Chapman et al., 2000), KDD (Fayyad, 1997), SEMMA (Sas Institute inc., 2013) and PID-CD (van der Spoel, 2016), serve as a descriptive set of steps for approaching a (data mining) project. Similarly, building a model of recommender system design following an ontological approach can provide a basis for new management tools that can help to outline the design aspects relevant to structure the specific design complexities in their application context in a generic way.

To the best of our knowledge, the current literature only marginally addresses models for the use of requirement specification when designing recommender systems. In particular, there is a dearth of models that provide an overview and explanation of the design considerations engineers face when developing recommender systems that go beyond the traditional webshop application and address more complex recommender system applications. Therefore, to support the designer in this task of making a well-considered recommender system design, we go beyond simply reviewing filtering techniques. In this paper we structurally review all the aspects of effective recommender design in relation to the context and process the different dependencies. This involves eliciting requirements, reviewing the characteristics of the application domain, outlining the optional and required design choices prior to framing the techniques into...
design patterns, designing the user interface of a recommendation and applying evaluation mechanisms. Modeling all the recommender system concepts in a canvas provides structure to these recommender system design aspects and will be helpful to guide complex decision making in recommender systems projects. Therefore, the findings of this research are expressed in a theoretical model encompassing six major design aspects that act as a reference guide for developing recommender systems in complex domains (e.g., recommendation in industrial symbiosis networks (van Capelleveen et al., 2018a)).

The remainder of the paper is organized as follows: Section 2 explains the methodology undertaken in this research. Section 3 presents our theoretical model that has been constructed with the support of the surveyed literature. Section 4 illustrates the developed recommendation canvas in an application of a recommendation design for the Sharebox platform. Section 5 reflects on the use of the canvas. In addition, we evaluate the limitations based on assumptions related to the applicability and generalizability of the model. The concluding Section 6 summarizes our findings and lists some open issues that require future work.

### 2. Methodology

The aim of this research (that addresses the proposition aspect of design science (Peffers et al., 2007)) is to build an ontological model (i.e., the recommender canvas) to support engineers in designing recommender systems for more
complex domains. Our recommender canvas is inspired by the Business Model Canvas by Osterwalder et al. (2004). The applied methodology is based on the hermeneutic literature review approach (Boell & Cecez-Kecmanovic, 2014), focused on the process of developing an understanding, while respecting the creativity of design in a large body of literature relevant to the target problem. This study’s approach consists of the following steps.

1. We review the literature of recommender systems to identify the areas relevant to the design of a recommender system, and retrieve the corresponding design concepts (See Figure 1). We study each concept through a synthesis of the literature on the subject. For each concept, we search the literature with keywords related to the particular concept and apply snowballing techniques (Boell & Cecez-Kecmanovic, 2014) to papers, if a deeper understanding of the problem area is required. Based on our search (Figure 1), we have identified six areas of research that relate to recommender design, and 22 different design concepts. The six areas are:
   (a) The goals of recommender systems: what do we try to achieve with the recommender?
   (b) The domain characteristics in which recommendation takes place: what characteristics may influence the design?
   (c) The functional design considerations of recommender systems: what functionality does the user expect in the design?
   (d) The filtering techniques for creating recommendations and the techniques for soliciting data to create a sustainable basis for recommender system to recommend upon: what techniques best apply to this case?
   (e) The interface of a recommender system: how to present the recommendations?
   (f) The evaluation and optimization mechanisms for a recommender system: how to test the recommendations and make sure that they remain relevant to users?

2. Second, we convert all aspects into a model (the recommender canvas) that informs the design of a recommender system.

3. Thirdly, we interview managers and software developers who have implemented recommender systems in various domains in order to validate the completeness of our model.

4. Finally, we illustrate the application of the recommender canvas with a case design constructed for the Sharebox platform (Sharebox, 2019; van Capelleveen et al., 2018b).

3. The recommender system design model

The recommender model is a formalization of recommender system concepts synthesized from our literature review. We identified six main areas that constitute the essential recommender design issues. These areas are further broken
down into a set of 22 related components that help in the design of a recommender model.

Inspired by the work of Osterwalder et al. (2004), we developed the idea to structure the findings of the literature review in a canvas presentation format. A canvas is a visual template for developing or documenting conceptual structures to serve as support for addressing design problems. Presenting a difficult concept with its attributes in a canvas structure has a number of supportive functions. As Osterwalder et al. (2004) argues, a canvas for modeling the business logic of a firm supports five main functions: (1) to understand and share the design concepts, (2) to analyze the design, (3) to manage the design, (4) to evaluate the concepts in the design for future prospects, and (5) to patent a design. While Osterwalder’s canvas is focused to capture the business logic of firm, the goal of the recommender canvas is to capture the essential requirement specifications of a recommender system design. The contribution of a recommender system canvas is expected to support mainly in analyzing the requirements for each recommender system concept, in addition to the creation of common understanding about each concept of the recommender system (relating to function 1 and 2). Furthermore, when evaluating a design it is expected that a canvas could structure a discussion on how a recommender system design, and interrelated concepts of the recommender system design may be improved (related to function 5).

Figure 2 presents the recommender model in a canvas structure. This canvas has an ontological nature. The term ontology is used to refer to the shared understanding of some domain of interest by means of conceptualization to be used as a unifying framework for solving problems in the particular domain (Uschold & Gruninger, 1996). Therefore the canvas’ concepts may have attributes and inter-relationships with other concepts. Although one might expect that a recommender system design follows the order presented here, these tasks do not necessarily occur in that order. Furthermore, each of the presented concepts or sub-concepts of an aspect cannot be considered as mandatory parts of every recommender system design. Therefore, we think that a canvas (Figure 2), much like the business model canvas (Osterwalder et al., 2004), is an appropriate framework to aid in the design of a recommender. In the forthcoming six sections (Section 3.1 to 3.6) we describe and discuss each of the recommender system concepts.

3.1. Goals

Recommender goals are a common starting point in the development of recommender systems and involve the elicitation of shared goals among all stakeholders (e.g., end-users, item vendors, etc.). Typically, these recommender system goals are formulated as user and organizational goals. Then, the goals can be translated into system functionality which are generally described with the support of use cases in order to create shared understanding about the functional design of the recommender system (Bouzekri et al., 2018).
Domain Characteristics:

What characteristics may influence the design?

- Roles of system users:
  Identify the actors and their key roles in the system; reveal their motivation, potential strategies and reasons about the predictive market behavior these actors may exhibit. Consider how their effects may have implications for providing recommendations.

- Type of available data:
  Identify the available data sources for preference elicitation; the data that could be collected and used to create the models. Select the suitable data attributes. Finally, assess the quality of the data source using the standard quality criteria (e.g., DIT/STG, 2015) to develop expectations about the noise, bias and trust in the data.

- Preference:
  Assess the heterogeneity and salience of the data with respect to preference elicitation.

Technique Selection:

What techniques best apply to this case?

- Filtering algorithm:
  Compare the advantages and drawbacks of different types of filtering algorithms while considering the influential and constraining recommender goals as well as domain characteristics. Then proceed to develop the set of filtering algorithms based on the measured performance and develop the ability to involve each filtering algorithm individually in the recommendation process.

- Hybrid model:
  When applying multiple recommendation techniques at once, consider how you implement the combination of techniques by selecting a hybridization strategy followed by its initialization of parameters and the assignment of weights.

- Dimensionality reduction & Scalability:
  Devise approaches of the system size and system performance (e.g., with matrix to current and future scenarios and evaluate the benefits of adopting dimensionality reduction in the filtering techniques.

- Preference elicitation technique:
  Select appropriate elicitation techniques that can help to establish the required preference data for the RS algorithm.

Goals:

What do we try to achieve with the recommender?

- Recommender goals:
  Define the user and organizational goals of the recommender system. Then, where possible, prioritize the goals and provide a strategy for balancing these goals. Prioritization can be defined in terms of objectives (e.g., quality, novelty, accessibility, accuracy, quality, risk, feedback, privacy, adaptability, scalability, and behavioral change).

- Recommender use cases:
  Consider the primary use cases of the RS in collaboration with the general business goals of the organization. In cases where comprehensive analysis of the context is required (e.g., the use cases are non-trivial), one can map the scenarios to the cognitive functions for which it provides user support and alignment to the user and organizational goals that were defined.

- Functional Design Considerations:

What functionality the user expects in the design?

- Degree of personalization:
  Understand if your system users benefit from personalization, determine how much individuality your personalization engine should consider, and anticipate how to design the interface to encourage users to select the personalization level that is most appealing. In some cases, providing a choice of personalization levels can help manage user expectations and build trust in the system.

- Degree of user control:
  Consider the extent to which users would provide the user with the capability to: (1) select the recommendation algorithm to be used; (2) alter the parameters of those algorithms; and (3) to test the recommendations against the actual user preferences. Furthermore, consider how control mechanisms could be integrated into the interface to either provide feedback during the recommendation process or as a standalone control panel.

- Interactivity:
  Consider whether the decision-making problem is complex. If so, a user is likely inclined to invest the additional effort and would benefit from a conversational approach with the RS.

- Context awareness:
  Consider the potential of modeling contextual features (time, location, activity, device, body, social, etc.) in the recommender algorithm. When modeling context, make a selection of the contextual features (e.g., context, weather, social network, etc.) used to factor the contextual features in the recommendation process, either by context-driven querying and search, or through contextual preference elicitation and estimation. In case of the latter, select one of the three paradigms: (1) continual pre-filtering, (2) continual post-filtering, and (3) continual modeling.

- Restrictions:
  Ensure the potential stakeholders' concerns (e.g., privacy and security) and architectural complexities of the system that potentially put restrictions on the design of the recommender algorithm.

The Recommender Canvas

Aspects to consider in designing recommenders

Evaluation & Optimization:

How to test the recommendation and remain relevant to users?

- Evaluation:
  Choose evaluation metrics that reflect your recommender goals and measures those automatically.

- Optimization:
  Design optimization mechanisms as an extension to the system that already automatically monitors the RS performance and the overall satisfaction of the users. Consider the use of a feedback loop that provides guidance of the RS goals by computing alternative algorithms to profit in a short-term while maintaining quality on the long-term.

- Protection:
  Ensure that users may be the potential stakeholders, what their motives are and what they may gain, set up monitoring mechanisms for detecting the potential risks of recommendation engines, and consider designs that are less likely to be affected by attacks.

Interface Design:

How to present the recommendations?

- Presentation modality:
  Consider which modalities of presentation and interaction the system may use to deliver a recommendation to the user (e.g., visually, haptically, auditory, etc.)

- Item organization:
  Consider how recommendations are organized and structured in the system, in particular with respect to the number and organization of recommendations within the interface (e.g., providing simple recommendations, lists, or multiple separate recommendations). In the case of lists, define the rank order, also consider the output of recommendation.

- Item notification:
  The notifications convey the situational characteristics with the conditional decision. Consider the items feedback for requesting a recommendation should be formulated. Consider the contextual dimension that can be monitored (e.g., contextual information such as location, but also the situation characteristics that may be predefined (e.g., the process step by system or the page of a website) or not.

- Item information:
  The two key questions are relevant for the design of the item information, (1) which information is necessary for choosing the recommendations and (2) which recommendations are marked or highlighted for users. Optionally, one can indicate the strength of support for providing the recommendations.

- Item explanation:
  The explanation’s basis is that recommendations explainations. Designers could use separate lists of potential explanatory styles and models (or reasoning about how explanations can be generated).

Figure 2: The Recommender Canvas
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Recommender goals. Setting goals and outlining the desired effects are part of almost every project that includes the design of recommenders. The traditional goal for e-commerce recommender systems is to support the product purchase decision of consumers by suggesting items they are likely to buy, along with the relevant item information (Xiao & Benbasat, 2007). Indirectly, of course, these user goals somehow align with organizational goals such as profit growth that typically result from the increased direct sales, stimulation of user activity, and through creating a community bounded to the organizations’ e-commerce platform. Although high accuracy metrics would be ideal (McNee et al., 2006a), the quality of actual recommendation is influenced and balanced by more factors, including prediction accuracy, coverage, confidence, trust, novelty, serendipity, diversity, utility, risk, robustness, privacy, adaptability, and scalability (Shani & Gunawardana, 2011). Some recommenders (e.g., in an environmental domain) even aim for less measurable contextual goals such as user behavioral change (van Capelleveen et al., 2018b). Hence, the engineers’ task in the design of a recommender system is to first define these goals in collaboration with the main system stakeholders. Thereafter, goals may be prioritized or weighted in order to provide a balanced focus (Babadilla et al., 2013).

A recurring debate concerns the question whether what is measured reflects what a user prefers, i.e., whether scoring well on previously defined goals is not the result of over-optimization based on the user’s instruments, or is achieved by the application of steering (or persuading) techniques (Cremonesi et al., 2012b; Nanou et al., 2010; Chen, 2008). Example of these include a bias resulting from herd behavior (Chen, 2008), and the use of psychological presentation techniques (Adomavicius et al., 2013). Identifying the reasons behind what is measured may be as important as the independent metric. For example, although news recommender systems appear to be highly accurate in suggesting the right news items to users, it does not reflect the actual satisfaction of user’s objective needs but mostly the behavior of users browsing and clicking all the recommendations when they are bored (Pielot et al., 2015).

- Finding: Define the user and organizational goals of the recommender system. Then, where possible, prioritize the goals and provide a strategy for balancing these goals. Most prevalent goals relate to accuracy, coverage, confidence, trust, novelty, serendipity, diversity, utility, risk, robustness, privacy, adaptability, scalability, and behavioral change.

Recommender use cases. A second step in the requirement elicitation for recommender systems is to translate the earlier defined goals into practical use-cases. This can clarify and disseminate the expected actions and behaviors associated with the intended goals of the system (Cremonesi et al., 2012a). Scenarios are a common tool used in building a use-case (Cockburn, 1997). Input collected from all stakeholders about their expectations and how potential end-users interact with the recommender can serve as a basis to formulate these scenarios. Finally, there is the option to gain insight into how a recommender system supports a user’s current task by connecting the user’s goals and use-
cases to a set of related cognitive functions of the decision maker (e.g., Zachary’s
taxonomy (Zachary, 1986)).

• Finding: Construct the primary use-cases of the recommender system in
collaboration with all key stakeholders, preferably including poten-
tial end-users. In cases where a comprehensive analysis of the support
to users is preferred, one can map the use-cases to the cognitive func-
tions for which it provides user support and ultimately to the user and
organizational goals that were defined.

3.2. Domain characteristics

The second aspect, domain characteristics, defines the possibilities, condi-
tions and constrains for the application of a recommender system in a partic-
ular context. These are considered important, as the performance of filtering
algorithms often depends on the contextual factors. Therefore, a recommender
design cannot always be transferred to other domains and may first require
adaptations, or in some cases may even have to be replaced by a completely
new design (Fernández-Tobías et al., 2012). To understand if and how a rec-
mender system can be developed for a particular domain, one should first
analyze the domain characteristics. Three characteristics are considered essen-
tial to understand a domain, (1) the actors and their roles in a system, (2) the
type of data available to the recommender system that can be used to generate
item suggestions, and (3) the demographics of user preference in a system com-

Roles of system users: strategy, incentives and their behavior. The
primary reason to identify system users (or actors) and their roles is to detect
potentially conflicting preferences, such that a recommender may individualize
or align recommendation based on the preferences of all actors. Recommendations
may be provided in two types of configurations. In a single configuration,
a recommender system suggests directly to a user or a group of users (e.g.,
items directly sold to one customer). In a network-based configuration, a rec-
mender system suggests to multiple users based on their common preferences
or by considering their individual preferences (e.g., in match-making markets
(van Capelleveen et al., 2018a; Chamoso et al., 2018), in group recommenda-
tion (Amer-Yahia et al., 2009) or in recommending group formations (Basu Roy
et al., 2015; Boratto & Carta, 2011)). Typically, in network-based configura-
tions, the effort involved before establishing transactions or relationships among
partners is much higher than in single configuration recommendation systems.
Moreover, such a formation process tends to be susceptible to negotiation, and
cooperations may be incentivized by the recommender system acting as a facil-
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common preference, could help to predict and prevent recommender systems from potentially undesirable market cooperations. A second, less critical, reason for identifying the actors is the issue of providing recommendations to users with completely different motivations and goals; e.g., for industries the goal may be to identify profitable transactions while governmental bodies might aim to detect undesirable market phenomena in order to review their policy.

- Finding: Identify the actors and their key role or stake in the system; reveal their motivation, potential strategies and reason about the predictive market behavior these actors may exhibit. Consider how these effects may have implications for providing recommendations.

**Types of available data.** Each domain of application has data characteristics that manifest well to deploy particular knowledge sources for recommendation (Burke & Ramezani 2011; Adomavicius & Zhang, 2012). However, to build preference models, the sources needed to populate these models should be identified, checked for their availability, and tested for their quality as well as usefulness in relation to the selected filtering methods.

The first concern is the identification of data sources. Data may be collected within the system (e.g., from purchase transactions), derived from external sources (e.g., open data (Di Noia et al., 2012), linked data (Pereira et al., 2018)), or created through combining knowledge from different data sets (Li & Zaïane, 2004). Sourced data can either be explicit, i.e., preference data created by the user (e.g., item ratings), or implicit, i.e., preference data inferred from the behavior of users (e.g., monitoring user’s item page visits) (Bobadilla et al., 2013). Some data, such as ratings, may be composed of multiple aspects, therefore allowing the use of multi-criteria filtering algorithms (Adomavicius & Kwon, 2007; Manouselis & Costopoulou, 2007). The type of data that can be used depends on the set of system activities considered to elicit users’ preferences from. These include:

- System information (Ekstrand et al., 2011) (e.g., user ratings, transactions of purchased products)

- Social information, information gathered from activities on social networks (Ma et al., 2015; 2011; Liu et al., 2010), or crowd-based data (Su et al., 2014; Colombo-Mendoza et al., 2015), e.g., the type of friends you made, the messages you posted or liked, tags. These networks also provide insights into trust, i.e., the role of a social relation may indicate the strength of a recommendation (Massa & Avesani, 2007; Tang et al., 2013; Yang et al., 2014).

- Demographic information (Wang et al., 2012) (e.g., age, gender, and place of residence)

- Internet of things, information or context-based data (Adomavicius & Tuzhilin, 2015) (e.g., GPS movements (Verbert et al., 2012), health data
The second concern is to source the data. The two key challenges are sparse data and the cold start problem. The sparse data problem (Koren et al., 2009; Popescul et al., 2001) occurs in systems having a large data set (many users, many items) but where users only provide few ratings or transaction history. Often, dimensionality reduction techniques are applied to compensate for this sparse data problem, mostly based on matrix factorization (e.g., singular value decomposition) (Koren et al., 2009). In addition, when a market or community expands in terms of the number of users, items, ratings, or transactions, one can expect also a larger data size to process. Then, dimensionality reduction techniques (Section 3.4) may apply as well. The cold start problem (Lika et al., 2014) addresses the lack of data as a result of: a) a new community, b) a new user, or c) a new item (Bobadilla et al., 2013). It may be effective to identify the key users as a major proportion of the data is typically created by only a small number of users (Zeng et al., 2014).

The final concern is about the quality of the data. Data quality issues in recommender systems often relate to noise, bias, and trust. Noise is often found in implicit data, although it provides a stronger basis for representing long-term user preference models, as collecting implicit preference data is less difficult (O’Mahony et al., 2006). Noise may be generated as ratings come in varying scales (Sparling & Sen, 2011), or are the result of duplicates, as items potentially are re-rated (Amatriain et al., 2009a). Another form of noise is bias, which often occurs in ratings, either caused by natural user behavior (Steck, 2010; Amatriain et al., 2009b; O’Mahony et al., 2006), or by undetected attacks that influence which recommendations are suggested (e.g., shilling attacks discussed in Section 3.6) (Gunes et al., 2014). Furthermore, halo-effects are a typical bias found in multi-component ratings (Sahoo et al., 2012). Therefore, data quality may be assessed by evaluating the data using quality attributes from ISO standard ISO9000:2015, i.e., completeness, validity, accuracy, consistency, availability and timeliness (International Organization for Standardization, 2017).

- Finding: Identify the available data sources for preference elicitation, the data that could be collected and data that can be created. Select the useful data attributes. Finally, assess the quality of the data sources using the standard quality criteria (e.g., ISO9000:2015) to develop expectations about the noise, bias and trust in the data.

Preference. Linked to data is the preference of individuals and groups. How preference is modeled depends on which predictive data characteristics of preference are considered (e.g., the degree of homogeneity in the preference among users, or the assumption that user or group preference is related to item-attributes), and how stable the preference is over time. Small niches of user preference are for example a decisive pattern for collaborative filtering algorithms (Burke, 2002), but there are also many data containing a large set of
items, while the similarity between user’s preference is less present (Zhang & Zeng, 2012). Note that not every user in every domain will show a high degree of agreement or correlation of user preference. Often, there is only partial agreement between various users that may require more specific approaches to detect the similarity of the user preferences of these so called ‘gray-sheep’ (Ghazanfar & Prgel-Bennett, 2014). Clear boundary conditions, within which preferences apply, are needed when designing a recommender system for a particular environment. This is because the ability to transfer a recommender algorithm across domains is highly dependent on the similarity of goals, user models and specific conditions of the domain (Drachsler et al., 2009). In some cases overlap between domains exists which allows to build cross-domain recommendations. However, these often require special mechanisms in the filtering algorithm that integrate the single-domain user models and relate domain independent profile characteristics to the different domains (Fernández-Tobías et al., 2012).

The stability of preference is another concern. An assumption of many of the algorithms is that a preference of a user or group today is still valid tomorrow, expressed in either short or long-term preference stability (Burke & Ramezani, 2011). Multiple researchers have shown that algorithms are affected by trends, hype and constant popular bias (Zhang & Zeng, 2012; Yin et al., 2012; Celma & Cano, 2008). As preferences may change over time, recommender systems are challenged to compensate for these temporal dynamics (Koenigstein et al., 2011). This problem is also widely known as concept drifting in the field of data mining (Tsymbal). These drifts often either appear in data as spikes, caused by sudden changes in behavior or as trends, caused by gradual changes in behavior. Although user preference in some situations may change abruptly (e.g., in the case of unemployment the person’s grocery preference may move to cheaper products), it is mostly experienced as a gradual process (e.g., a moving preference from classic fiction novels to more fantasy novels).

Various adaption techniques exist that compensate for these temporal dynamics (Gama et al., 2014). In the past, temporal dynamics were mostly compensated by using preference decay factors (Li et al., 2011; Ding & Li, 2005), or by applying time windowing techniques, i.e., only learning from the newest $t$ observations (Koychev & Schwab, 2000). But these approaches severely affect the algorithms, by a reduction of data instances for model learning. Moreover, short and long-term preference do not necessarily benefit from being modeled in the same way (Billsus & Pazzani, 2000). A possible alternative is to differentiate between the transient and long-term effects of user preference and propose to separate these patterns in the data (Koren, 2010; Xiang et al., 2010). For example, through the inclusion of time drifting parameters, temporal effects can be separately assessed and combined in the recommendation algorithms with weighting factors (Koren, 2010). Another approach is micro profiling (Baltrunas & Amatriain, 2009), in which user data is divided into small time-frames (e.g., a day, month or season), in order to capture patterns of user behavior during such time spans. A potential concern is that preference dynamics may occur both in preference data as well as in auxiliary user-item interaction data (e.g., comments) and do not necessarily evolve in the same way, therefore, benefit
from being captured separately (Rafailidis et al., 2017).

It is the task of the designer to assess the data in order to reveal what kind of spikes, trends and potential biases can be detected that influences the decision to incorporate adjustment factors compensating for the assumed concept drifts. They should further assess the data for potential temporal dynamics and consider to include parameters in the recommendation algorithm that can compensate for these short and long-term concept drifts.

- Finding: Assess the homogeneity and stability of the data with respect to preference clustering.

3.3. Functional design considerations

The third aspect is the set of considerations a system developer has regarding the functional expectations of system users. These concepts relate to the use and extent of implementation of particular functionality in the filtering technique, or the recommender system as a whole. These concepts are independent design considerations in relation to the domain characteristics or the filtering techniques selected, or one of the other aspects of the model, and are presumed to be applicable in every recommender design. The concepts related to functional design considerations solely reflect the functional relationship between the user and the recommender algorithm. The physical relationship is part of the fifth aspect ‘interface design’.

The degree of personalization. Most recommender systems are built with the intent to provide recommendations to many different types of users or groups. Personalization is the ability to tailor those recommendations to individuals or groups based on the knowledge acquired about their preferences (Wu et al., 2003). The first concern is what requires personalization, i.e., both the content and interface of a system can be personalized. The second concern is the degree of personalization that can be categorized as (a) personalized to individuals, (b) targeted to grouped individuals (e.g., sector-based recommendation), and (c) non-personalized (provide identical recommendations for everyone). A third concern is to appoint the architectural entity responsible for personalization. The personalized types of recommendation (respectively a and b) are delivered to users by using one out of three architectural approaches for personalization based on the entity point that is responsible for deciding about how one should personalize. Here the architecture can be: (a) provider centric, (b) consumer centric, and (c) market centric (Adomavicius & Tuzhilin, 2005a). Finally, a design concern for recommendation to groups is whether the recommendation is personalized for each individual or a recommendation is aimed at advising the group as a whole (Jameson & Smyth, 2007).

While users generally benefit from personalization techniques in the presence of a clear item preference with each individual user, it can also negatively influence the recommendation process, isolating users from challenging perspectives (i.e., the filter-bubble effect) (Beam, 2014). Another negative effect of
Degree of user-control. The second consideration for the recommender design is defining the degree of system control a user is provided with that enables the user to influence the operation of the recommender engine. Theory suggests that users provided with controls positively enhance the recommendations (Harper et al., 2015). A balance has to be found between serving users effectively (at minimal user-effort), while also providing the users with the control they desire (Konstan & Riedl, 2012). Providing users with control over a recommender can be achieved in a number of ways. The first branch of literature suggests that one needs to let users select the algorithm they would like to receive recommendations from (Ekstrand et al., 2015). In addition, the system might have options for users to adjust the algorithmic settings (e.g., changing the balance of the optimization goals) (Jugovac et al., 2017). Another means of user-control is to enable users to maintain their preference profile. This allows them to make corrections in the user-profile generated by adding or removing historical items, or previously created preference concepts from the user-preference model (Knijnenburg et al., 2012a). Also, control can be provided in terms of data privacy policies (Mun et al., 2010). Feedback mechanisms are also used as a form of indirect control over user profiles. These mechanisms allow users, for example, to click on links attached to a recommendation scrutinizing the system when it is wrong (Tintarev & Masthoff, 2011), or communicating through predefined reasons about why the users may, or may not have liked different types of items and may update a profile accordingly (Knijnenburg et al., 2011a). Allowing users to take control over the recommender algorithm is closely related to interactivity. While we discussed various means for users to take control over their profile (data), the algorithm (type) and parameter settings, there is also the possibility to enable some form of user control during the recommendation process, referred to as interactive recommender systems (Jugovac & Jannach, 2017). Here one needs to note that interactivity and user control do not necessarily mutually exclude one another, and often may be applied together (Bostandjiev et al., 2012).
Finding: Consider the options you would provide the user with to take control over: (1) the recommendation algorithm to be used, (2) the parameter settings of those algorithms, and (3) the data in the constructed preference models. Furthermore, consider how control mechanisms could be integrated into the interface to either provide feedback during the recommendation process or in a standalone control panel.

Interactivity. A third design consideration is the interactivity (sometimes called conversational, dialog or critique-based approach (Chen & Pu 2012; He et al. 2016)) between user and the recommender system, to influence the recommendation process. Most recommender algorithms rely on a preference model that require the user’s preferences to be specified upfront, but in many cases, these user models are incomplete and quickly out of date (Mahmood & Ricci 2009). Moreover, in complex decision settings users often encounter difficulties in expressing their preference, though they are able to incrementally construct preference specification during their decision making in a contextual setting (Carenini & Poole 2002). Also, recommender systems do not necessarily understand why users prefer recommendation (McNee et al. 2006). A recommender system can facilitate such preference development by adopting an interactive approach. Following this approach, users provide direct feedback on particular recommended items (e.g., I like this item but it must be cheaper), by which the set recommendations is directly recalculated or narrowed based on the given criteria (Chen & Pu 2008). The advantage of such quick feedback loops is the increase of prediction accuracy over the conversational cycle. On the other hand, the process of system-interaction is more labor intensive. This type of recommendation technique shares concepts with the closely related field of information retrieval, in which a more explicit information need is translated into search queries (Belkin & Croft 1992), which in the case of a recommender is the criteria communicated within a dialog between the user and the recommender system. A special type of interaction is the inclusion of constraints in the feedback process of recommender conversation (Felfernig & Burke 2008). This type of recommender system can only recommend items that meet a particular property. Thus, a designer of a recommender may choose between a static recommendation design that learns the preference through historical instance data, and an interactive recommendation design through which the recommendations are created iteratively, refining the resulting set by using user-provided explicit criteria.

Finding: Consider whether the decision-making problem is complex. If so, a user is likely inclined to invest the additional effort and would benefit from a conversational approach with the recommender system.

Context-awareness. A substantial amount of research is dedicated to the design consideration of modeling context in recommender systems, better known as context-based recommenders (Verbert et al. 2012; Liu et al. 2013). Context, as defined in (Dey et al. 2001, p. 106) is “any information that can be used to characterize the situation of an entity. An entity is a person, place, or object
that is considered relevant to the interaction between a user and an application, including the user and applications themselves (Fischer, 2012). Adopting context in recommenders implies exploiting the notion of user behavior in order to be associated with suggestive interactions. An example of a context-aware system is a recommender system that uses GPS sensors to detect the presence of a user near a restaurant, and therefore can pro-actively suggest the user to have lunch at that place.

When creating the context-model for a recommender, three design aspects come forward, (1) which input to consider to create context-awareness and how to include the contextual information in the generation of a recommendation, (2) what utilization context to select (i.e., the situation in which to provide the recommendation), and (3) which contextual conditions can be applied within the utilization context. These three aspects are often linked, although separately addressed.

The recommendation based on that model can be generated following two approaches, (a) through context-driven querying and search, or (b) through contextual preference elicitation and estimation (Verbert et al., 2012). The latter has three contextual paradigms differentiated by the stage at which the context is used in the recommendation process. There is the option of, (a) contextual pre-filtering, (b) contextual post-filtering, and (c) contextual modelling (Adomavicius & Tuzhilin, 2015; Champiri et al., 2015; Verbert et al., 2012). Of course, hybrid forms combining multiple approaches do exist as well and are believed to be capable of substantially increasing performance (Adomavicius & Tuzhilin, 2015).

Obtaining the awareness of a user’s context can substantially be attributed to (but not limited by) a number of constituent dimensions.

- **Time-awareness** Exploiting the dimension of time to refine a preference model in more distinct patterns. The underlying assumption of time is that there exists either periodicity of preference that can be detected, or that models should consider users that change preferences over time (e.g., Baltrunas et al., 2011; Lee et al., 2008).

- **Location-awareness**: The knowledge of having the user’s physical location, access to information about objects or other users in their nearby environment (e.g., Colombo-Mendoza et al., 2015; Gavalas et al., 2014; Bellotti et al., 2008), and motion patterns revealing traveling behavior (Barranco et al., 2012). This location can be exploited by preference locality (by being spatially close to something a user or group prefers), travel locality (by the preferred distance to visit things), as a boundary for similarity detection between users (Matyas & Schlieder, 2009), and to increase the trustworthiness of ratings (Gavalas et al., 2014).

- **Activity-awareness**: The notion or assumption about what task or goal a user has, and how far the user has progressed in achieving it (e.g., Champiri et al., 2015).
• **Device-awareness:** Detecting the current or preferred device (e.g., laptop, mobile phone, smart-watch, traffic information sign) a user interacts with for receiving a recommendation, in addition to the associated preference bound to the use of a device or linked to characteristics of the device (e.g., the shopping behavior of users of a mobile phone is different from those using a desktop computer (Abbar et al., 2009)).

• **Body-awareness:** Sensing a user’s physical condition of the human body and mental state to make a recommendation (e.g., (Guzmán et al., 2018; Baltrunas et al., 2011)).

• **Social-awareness:** Analyzing the social relations a user has established with other users or active interactions the user has or can have with people in the group or environment a user currently resides in (e.g., (Macedo et al., 2015)). The underlying assumption is that social relationships and culture of a group reflect the user’s preference and behavior in that context.

Design restrictions (privacy, security and architecture). Whereas previously presented functional aspects are enablers of recommender systems, aimed at improving accuracy or user satisfaction, the following concerns may constrain the effectiveness or use of recommender systems. Privacy is one of the major concerns raised in the literature (Kaur et al., 2018; Knijnenburg & Kobsa, 2013; Canny, 2002). The risk of compromising the identity of users is relevant to the case when a database of ratings is shared with third parties for mining, statistical reporting or testing. The user of a rating may be traced by combining information or inferring from statistical outliers. A further privacy risk results from the use of explanations that reveal the user’s connections (Ramakrishnan et al., 2001). Some studies are dedicated to this issue and attempt to design privacy enhancing algorithms and cryptographically secure the storage and computation of recommendations (McSherry & Mironov, 2009) but often has a negative effect on the computational performance. Another strategy or enforced policy is to make users aware of the privacy concerns by using notification mechanisms and disclosure disclaimers. When users make information disclosure decisions, they consider help from these justification messages (e.g., “our users told us/allowed us to use”), but also are influenced by the justification to disclose (Knijnenburg & Kobsa, 2013). In addition to privacy, the...
success of recommender systems increasingly depends on data security, which can create a burden on the use of a system harvesting privacy related data (Beel et al., 2016). Encryption related filtering mechanisms can partly secure user data (Erkin et al., 2012). Some recommender systems even advice the users on considering aspects of privacy and security (Zhu et al., 2014). Finally, architecture can be a concern for a recommender system design. For example, in (Yang & Hwang, 2013; Ruffo & Schifanella, 2009; Kim et al., 2008), recommendations take place in a peer to peer environment enforcing the algorithms to communicate and store data in different ways. Furthermore, architecture restrictions may derive from the kind of device used in case of decentralized calculation of recommendations, e.g., limited processing capabilities, CPU sharing, and restricted connection to Internet (Barragns-Martnez et al., 2015).

- Finding: Beware of the potential stakeholder’s concerns (e.g., privacy and security) and architectural complexities of the system that potentially put restrictions on the design of the recommender algorithm.

3.4. Technique selection

The fourth aspect considers the techniques required to design the recommendation algorithm. A filtering type, or the combination of filtering types should be selected and adapted to the requirements and characteristics of the domain in question. In addition, to cases where filtering types or recommender algorithms are combined, a hybrid model needs to be selected, and the required parameter values and weightings should be assigned. Finally, techniques are deployed to collect preference data supplying the filtering algorithms with initial data and feedback.

Filtering algorithm. The recommendation techniques discussed in the literature often are classified by the filtering algorithm, providing multiple types of filtering techniques, including: (a) collaborative filtering, (b) content-based filtering, (c) demographic and context-based filtering, (d) knowledge-based filtering, and (e) hybrid filtering (Bobadilla et al., 2013; Schafer et al., 2007; Burke, 2007). These types are shortly introduced hereafter. For a detailed explanation including the mathematical models of the filtering methods see (a) (Desrosiers & Karypis, 2011; Herlocker et al., 2000; Lin et al., 2002), (b) (Lops et al., 2011; Pazzani & Billsus, 2007), (c) (Verbert et al., 2012; Adomavicius & Tuzhilin, 2015), (d) (Burke, 2000; Felfernig et al., 2011), and (e) (Burke, 2007).

- Collaborative filtering (CF): The term collaborative filtering refers to a class of models that predicts items using the rating history of multiple users utilizing a form of similarity between items or users to predict the likelihood users that would prefer an item they have not yet rated. The best-known variants of the CF algorithm assess the similarity between users (user-user CF) or between items (item-item CF). CF algorithms tend to be personalized, but non-personalized collaborative approaches exist, e.g., association rule mining which exploits the similarity of purchase
behavior aggregated over time as a basis for the recommendation. It is arguable whether, in the purest perspective, these belong to the class of CF algorithms.

- **Content-based filtering (CB):** The class of content-based filtering recommenders primarily extracts the content or item-attributes as the basis for item prediction. Similar to CF, CB algorithms mostly utilize the historical ratings of the user for an item but attempt to build a preference profile from items that a user has rated using the item-attributes as preference indicators. CB algorithms also exist both in personalized as well as non-personalized form.

- **Demographic filtering (DF) and Context-based filtering:** Demographic-based recommendation is based on a class of algorithms which extract user-related features reflecting the demographic background that can be mapped to ratings or purchasing behavior. Thus, in contrast to CB filtering, the user profile does consist of demographical user information such as age, gender, and residence. In addition to demographical data, the recommender system can also use contextual properties to guide item prediction.

- **Knowledge-based filtering (KB):** This class of filtering algorithms interacts with users specifying their preference, in order to provide recommendation based upon domain knowledge. The domain knowledge can be interpreted as a containment of the functional translation of product features to preference. Case-based reasoning (Smyth, 2007) and constraint-based reasoning (such as in rule-based systems) (Felfernig & Burke, 2008) are typical examples of KB recommender systems.

- **Hybrid filtering (HF):** Hybrid recommendation is a combination of different types of algorithms aforementioned for the same recommendation task. The hybridization strategy is to take advantage of the strengths of one or more algorithms and the data sources which they exploit. For example, demographic techniques are often combined with knowledge-based techniques to make them more robust.

It is noteworthy that each of the algorithms relies on different sources of input and all have their strengths and weaknesses. For a comparison of recommendation techniques that considers the advantages and drawbacks of each, see e.g., (Burke, 2002), Table II. However, what makes an algorithm particular well equipped for a given context along with the trade-offs to be made, is a task for the system designer. Generally, system designers follow the heuristic Occam’s razor principle (of Occam, c. 1320), to begin with a simple technique, such as user-based CF, rather than more recent or sophisticated algorithms and test whether the desired effect can be achieved before increasing the complexity (Cacheda et al., 2011). Then depending on the success of the recommender systems, they are monitored on different performance metrics, and are improved and extended with additional features and algorithms iteratively.
Finding: Compare the advantages and drawbacks of different types of filtering algorithms while considering the influential or constraining recommender goals as well as domain characteristics. Then iteratively develop the set of filtering algorithms based on the measured performance and develop the ability to invoke each filtering algorithm individually in the recommendation platform.

Hybrid model. Each recommendation technique has its strengths and weaknesses. For example, content and collaborative systems are known to have cold-start problems, while knowledge-based approaches bootstrap more easily (Burke 2002). Combining multiple recommender methods, termed hybrids, can strengthen often the performance of recommender output with fewer drawbacks than when individually applied. A hybrid recommender is any system combining multiple filtering techniques in order to generate a recommendation (Burke 2007). The hybrid model determines how the filtering techniques are integrated to compose one set of recommendations based on two or more filtering algorithms. Hybrids should not be confused with the application of multiple separate algorithms at once, in one interface. The work in (Burke 2002) provides an off-set of hybrid models that could be used to optimize multiple trade-offs when combining recommender filtering methods. Later work (Burke 2007) shows an analysis to understand the different combinations of filtering algorithms that are likely to be successful in general, or under specific domains characteristics. The most considered hybrid models, described with strengths and drawbacks in (Burke 2002, 2007), are:

- **Switching**: Based on internally set criteria, a switching model decides to select one from a set of recommendation techniques in a particular situation to generate one or more sets of item predictions.

- **Weighted**: The resulting items scores produced by the different recommender algorithms are multiplied by a weighting factor and subsequently combined in one new item prediction.

- **Mixed**: Item recommendations generated by multiple algorithms are mixed and presented as one set of recommendations.

- **Feature combination**: The different underlying knowledge sources for the filtering algorithms are all converted into features to be processed by a single recommendation algorithm.

- **Feature augmentation**: The ratings or classifications generated by one type of filtering algorithm are converted to features used by the second type of filtering algorithm to make item predictions.

- **Cascade**: A staged process of recommendation, in which one recommendation algorithm is applied after another one, thereby iteratively refining the recommendation set.
• Meta-level: An algorithm first generates a model rather than item predictions (e.g., preference values based on key-words stored in vectors) and takes this model as input for a second algorithm to predict (e.g., collaboratively compare these models).

• Finding: When applying multiple recommendation techniques at once, consider how you implement the combination of techniques by selecting a hybridization strategy followed by its initialization of parameters and the assignment of weights.

Dimensionality reduction and scalability. A growing community or market may result in an explosion of system users, items, and ratings, thereby testing the system’s ability to scale. A first function of scalability techniques is the ability to perform timely recommendations in line with user expectations. The filtering algorithm design should be appropriate to the amount of data to process. The second function concerns the common issue of rating scarcity (a low number of rating data causing difficulty to generate recommendations) and is commonly addressed by reducing the dimensionality of the data. Dimensionality reduction techniques attempt to reduce the sparsity levels in preference matrices caused by this lack of data while simultaneously diminishing performance issues (Sarwar et al., 2000). Many dimensionality reduction techniques are based on the matrix factorization technique and offer a scalable solution to large recommender databases (Koren et al., 2009). Popular examples of techniques include the model-based technique Latent Semantic Index (LSI), the Singular Value Decomposition (SVD), Bayesian clustering, probabilistic Latent Semantic Analysis (pLSA) and Latent Dirichlet Allocation (LDA) (Bobadilla et al., 2013; Lül et al., 2012). Often, SVD and LSI techniques are combined (Cacheda et al., 2011). The disadvantage of scalability in recommender systems is that it requires calculation of item predictions beforehand in a static offline setting. Furthermore, scaling recommender systems sometimes requires distributed system architectures that increase the complexity of the system design (Berkovsky et al., 2007; Palopoli et al., 2013). A prerequisite for these techniques is the assessment the potential size of the market in terms of number of users, items, ratings, transactions, etc.

• Finding: Develop expectations of the system size and system performance (e.g., with metrics) in current and future scenarios and evaluate the benefits of adopting dimensionality reduction in the filtering technique.

Preference soliciting technique. Recommender algorithms, and in particular rating-based recommender systems, have a continuous need to actively collect preference data. Recommender systems often experience a cold-start problem, characterized by the lack of data when it starts to recommend items to users. A specific instance of a cold-start problem is the item cold-start problem, requiring soliciting techniques which attempt to collect data for recurring new items (Saveski & Mantrach, 2014). The item cold-start problem also affects
new users (user cold-start), who are affected by a lack of data (Bobadilla et al., 2012). A next set of techniques a designer therefore often needs, which forms an integral part of recommender systems, encompasses the acquisition of data for a recommender to operate. For example, employing a collaborative filtering system needs techniques which acquire ratings for items (Carenini et al., 2003). The goal is to obtain ratings for items that have the highest predictive capacity to reveal a user’s preference. Therefore, the process of rating items by users needs to be not only simple and quick, but also meaningful. The rated items also contribute directly to the quality of recommendation for a particular user, while also contributing to the overall system quality (Ekstrand et al., 2011). Timing of the elicitation is crucial, as a user needs to decide whether to invest time to provide feedback to the system (Carenini et al., 2003). The techniques thus are aimed at identifying which items and preferences should be elicited by the system (Elahi et al., 2014).

The techniques vary. Some recommender systems use elicitation interfaces at sign up (McNee et al., 2003; Carenini et al., 2003), either by creating a user profile or through a short interview (or personality quiz) through rating a selected seed set of items (Jugovac et al., 2017; Golbandi et al., 2010). Another approach for some particular domains is to let users select pictures and shape landscapes that appeal to them from which their preference could be extracted (tagged categories) (Neidhardt et al., 2015). This type of elicitation is played in a game setting to make users more enthusiastic to provide profile information (Walsh & Golbeck, 2010). The analytic hierarchy process (AHP) is a common method to achieve this for group decisions (Jugovac et al., 2017). Other methods rely on direct rating requests, follow-up review requests (conversational approach), at moments the user is clearly motivated to provide ratings (Pommeranz et al., 2012). Finally, there exist methods that extract ratings externally (Cheung et al., 2003). Bayesian and decision tree approaches could analyze the item set to identify the items that, once rated, are most useful for reducing the prediction error (Elahi et al., 2014). A special type of elicitation is the combination of multiple individual preferences such as in group elicitation (Garcia et al., 2012). Finally, indirect tracking behavior can also help to infer initial preferences (Liu et al., 2010; Hu et al., 2008). This is a special type of technique that does not solicit data, but creates rating data from other sources, e.g., with filtering bots (Park et al., 2006). An extensive list of elicitation techniques or ‘active learning strategies’ targeted for collaborative learning systems is provided in (Elahi et al., 2016).

- Finding: Select appropriate soliciting techniques that can help to establish the required preference data for the recommender system algorithm.

3.5. Interface design

A challenging issue for many recommender systems is how, when, what and where to present an item recommendation. Interface design constitutes all characteristics of this physical presentation layer between the user and the recommender system. We have found five dimensions of the recommendation interface:
(1) the presentation modality, (2) item organization, (3) the notification context (e.g., space and time), (4) the content (i.e., provided item information), and (5) the explanation (i.e., the provided meta-information). We now discuss each in detail.

**Presentation modality.** The first branch of interface design considers the modality of recommender presentation together with the associated techniques used to create this presentation. Although recommendations are often visually represented in systems, there is a potential for other modalities, e.g., text-to-speech and nonverbal gesture generation (Azaria & Hong, 2016). Only a few cases describe recommender systems that provide auditory recommendations (Grasch et al., 2013) or use interaction modes with e.g., gestures, haptics or kinetics (Wörndl et al., 2013; Lee et al., 2014b; Chen et al., 2014; Katarya & Verma, 2016). For example, the rise in sensing technologies enables the capture of behavioral data, providing a future prospect of adaptive recommendation based on the emotional state of the user (Calero Valdez et al., 2016). This can be exploited as input or output in the entry, consumption and exit stage of the recommendation (Tkalcic et al., 2011).

The composition of a visual design influences how users experience and act upon recommendations (Parra et al., 2014). Literature shows it may improve the usability of a system and helps achieve the underlying goal of introducing users to new items that interest them (Swearingen & Sinha, 2001). Trust, item information, and transparency are among the reasons why users indicate that recommendations are useful to them. Some design choices may even affect the opinion of users on an item (Cosley et al., 2003). For example, by presenting recommendations in lists, serial position effects (i.e., the tendency of a person to mostly select the first and last items in a series) are likely to occur (Felfernig et al., 2007). The presentation modality used to communicate recommendations is found to influence the persuasion and satisfaction of users (Nanou et al., 2010).

Visualization of a recommendation can be in the form of text, icons, and images or by using combinations of these (Nanou et al., 2010). Although text or a combination of text and images are the most common, the visualization of recommendation by other means, e.g., through a combination of graphs, may enable innovative forms of exploration (O’Donovan et al., 2008). Other forms of recommendation representation include relationship models, topic models, and hierarchical trees to visualize the underlying relations between users and items, social maps, or tags used in the system (Verbert et al., 2013). Also, visual browsing may aid users in item discovery as an alternative to explicit search. Such a method offers the user to browse through images representing the item catalog, while eliciting preference on the type of items a user likes (Teo et al., 2016).

- Finding: Consider which modality or combination of presentation and interaction modes the system may use to deliver a recommendation to a user (e.g., visually, haptics, kinetics, etc.).

**Item organization.** Structuring the recommendations in the interface af-
fects where, how many and in which order recommendations are presented. Various methods are also available for adding structure to the recommended items, e.g., presenting a single top item, a list of top n-items, similar to top item(s), predicted ratings for all items or an overview displaying the trade-off between items (Tintarev & Masthoff [2011]). In the case of lists, how to rank and order these items is another concern for the designer (Vargas & Castells [2011]; Cremonesi et al. [2010]; Zhang & Hurley [2008]; Deshpande & Karypis [2004]). However, presenting a larger number of well-chosen recommendations does not necessarily result in higher user satisfaction as increasing attractiveness may be counteracted by choice overload (Bollen et al. [2010]). Furthermore, eye-tracking studies reveal how users tend to fixate on recommended items, thus helping in positioning recommendations to increase the impact on the click and gaze of the presented items (Castagnos et al. [2010]). Different structures, such as lists or boxed areas of interest, also have different time patterns of gaze from users and anchor on different aspects (Chen & Pu [2010]). Designers can exploit heuristics, but they also should be aware of the potential effects in item organization, e.g., effects such as decoy, primacy, framing, priming and the use of defaults (Jannach et al. [2010]).

Another challenging aspect for the presentation of recommendations is the ability of recommenders to adapt to diverse user needs. The engineer has the option of adopting a multi-interface design and visually aligning several hybrid algorithms within a single interface (Swearingen & Sinha [2001]). Furthermore, in group recommender systems, the system is being controlled by multiple users at once, which also requires multi-interface design (Chen [2011]). However, it is impossible to suggest the best single guideline for recommender interface design, as argued in (Swearingen & Sinha [2002]). The work of (Swearingen & Sinha [2002]) lists various interaction models in recommenders that have been considered successful. Moreover, the user interface design as a whole is only partly responsible for the user-satisfaction (Knijnenburg et al. [2011b]). Selecting appropriate filtering algorithms, available data and the domain context (discussed in Section 3.3) are also likely to influence the user satisfaction in recommendation (Pu et al. [2012]; Konstan & Riedl [2012]; Said et al. [2013]).

**Finding:** Consider how recommendations are organized and structured in the system, in particular with respect to the number and organization of recommendations within the interface (e.g., providing single recommendation, lists, or multiple separate recommendations). In case the of lists, define the rank order. Also, consider the option of multi-interfacing.

**Item notification context.** Every recommender system design includes the notification context (sometimes referred to as utilization context) and additionally the conditions for that context when to provide a recommendation. The process of discovery and acquisition of a context as a data-input is optional and is a case of modeling context in recommenders (see Section 3.3). However, it is mandatory to design the context of notification (data-output), i.e. what is
the situation in which a recommendation is pulled by users or pushed to users (Wang & Zhang, 2013; Fischer, 2012; Schafer et al., 2001). A designer has the option to conditionally link the modeling of the context with its utilization, thereby making recommender systems either dependent or independent on this perceived context.

The design of a notification context entails one to select a situation or to define the conditional constraints for a particular situation in which recommendations may be provided. The contextual dimensions sourced for modeling context (mentioned in 3.3), apply as well to the extent of control one has over these dimensions, for defining a recommender’s notification context (e.g., we may define the time, location, device and activity, but not have control over a user’s body or define the user’s social context). The design choices for designers primarily relate to the time and space of a recommendation. The first concern is when to present a recommendation. In (Woerndl et al., 2011), for example, a model for a navigation system is described that provides push notifications for gas stations based on a selection of factors including fuel level, amount of detour and the total length of the route. Such recommendations in general, can either be passive or pro-active, meaning that either the system pushes notifications or users are provided with recommendations upon user request (Gallego et al., 2013). The second concern is where to provide the recommendation, referring to both the current device and location of a user at that moment (Jugovac et al., 2017).

- Finding: The notification context, defining the situation’s characteristics together with the conditional contextual characteristics for presenting a recommendation should be formulated. Consider the contextual dimensions that can be monitored (e.g., contextual information such as location), but also the situation characteristics that may be pre-defined (e.g., the process step in system or the page of a website).

**Item information.** A small but important detail of providing a recommendation relates to the item information provided in the recommendation. This can be critical to users considering whether to click on a recommended item. The minimum information a recommendation contains is an item title (e.g., product name), but it can be extended with descriptions, features or characteristics of any kind. For example, when recommending a new car to a user, it can be useful to include the unique selling characteristics of that car (e.g., “fuel efficient” or “often used in rough terrain”). In general, researchers have found that the presence of longer descriptions increase the perceived usefulness and ease of use of recommender systems (Swearingen & Sinha, 2002). Also, (Cooke et al., 2002) confirms that providing additional information can be of value. In their case, music clip samples were added to CD (Compact Disc) recommendations resulting in the increased likelihood of users considering unfamiliar CDs. A second design aspect of item information is that one may explicitly mark or highlight item descriptions included in a recommendation (instead of just a normal list of items). More specifically, one may consider using some form of classification.
or score to recommend an item (e.g., recommended, highly recommended, or 4 out of 5 stars).

- **Finding:** Two key questions are relevant for the design of the item information, (1) which information to present in the recommendation, and (2) how recommendations are marked or highlighted for users. Optionally, one can indicate the strength of support for providing the recommendation.

**Item explanations.** A point of critique for many recommender system evaluators is the lack of reasoning used in the algorithms (Tintarev & Masthoff 2011). Systems are often treated as a ‘black box’ without providing transparency on how and why the recommendations were provided (Herlocker et al. 2000). Explanations provide such transparency and in many cases it is seen that users feel more confident about recommendations presented with transparency (Zhang & Curley 2017; Friedrich & Zanker 2011; Papadimitriou et al. 2012; Sinha & Swearingen 2002). The objectives of an explanation are not limited to transparency, but also contribute to achieving higher validity, trustworthiness, persuasiveness, effectiveness, scrutability, efficiency, satisfaction, relevance, comprehensibility, and education of users (Jannach et al. 2010; Tintarev & Masthoff 2011, 2007, 2012).

Item explanations come in different forms. Many of these explanations are in textual form, e.g., including the explanations in the recommendation text, as illustrated in “People like you liked..Oliver Twist by Charles Dickens” (Tintarev & Masthoff 2007). Also, explanation styles sometimes are composed of simple graphical or statistical representations: examples include the use of histograms with groupings, tag clouds, overall average ratings, and tables of neighbor’s ratings (see Gedikli et al. 2014; Herlocker et al. 2000; Tintarev & Masthoff 2011 for detailed descriptions of the explanation styles). Furthermore, there are recommender systems that use visual networks to provide recommendations, while simultaneously explaining the recommendations. For example, graph-based visualization (e.g., cluster maps and Venn diagrams) can help to explain relationships that have been used to generate the recommendation (Verbert et al. 2014), or to provide an exploration interface for recommendations (Gretarsdottir et al.). Other researchers have used word-cloud techniques to visualize the stored preference model used by a recommender to a user, providing insight on a higher level on the basis of the recommendations (Bogdanov et al. 2013). Furthermore, geographical maps can represent the recommendation and can be analyzed to make improvements to personalized recommendation algorithms (Gansner et al. 2009). Reasoning with models can help to design explanations. For example, the model of Friedrich & Zanker 2011 supports the creation of an explanation by including three major dimensions of a recommendation: the reasoning model, the recommendation paradigm, and the exploited information categories.
Finding: Investigate if users benefit from recommender item explanations. Designers could use extensive lists of potential explanatory styles, and models for reasoning about how explanations can be generated.

3.6. Evaluation and optimization

The final aspect is about methods and measures to test and maintain the recommendation quality. A first set of techniques attempts to evaluate the earlier set goals (see Section 3.1). Evaluation metrics show how well the recommendation performs on these measurable goals. Optimization considers the process of improving the algorithms by tuning the parameters in such a way that it can boost the performance of the recommender system. Methods, such as A/B testing (that can help to compare alternative sample sets, e.g., user groups), filtering techniques, or system factors. Finally, mechanisms exist which protect the system from adversaries that could harm the quality of recommendation data sources.

Evaluation: Measuring effectiveness. Evaluation metrics, or performance metrics are a means to test how good the recommendation provided actually is (Herlocker et al., 2004). Common metrics used to evaluate recommender system goals include accuracy metrics (e.g., precision and recall) and error metrics (e.g., Mean Squared Error (MSE) and Root Mean Squared Error (RMSE)) (Cremonesi et al., 2010; Gunawardana & Shani, 2009). Another means of evaluation, but often omitted, is testing the user experience by means of opinion-based research methods, and user centric studies (e.g., surveys and interviews) (Knijnenburg et al., 2012; Shani & Gunawardana, 2011; Pu et al., 2011; Barrington et al., 2009). The metrics used to measure recommender system goals is project specific. For example, the success of recommending news items can be measured both by click-through rates, as well as on dwell time (Yi et al., 2014). Evaluation tests can either be performed online or offline. While online experiments offer real-world performance measuring, offline experiments are more popular as these tend to be less complex, less costly, and less risky (Gunawardana & Shani, 2009). The (offline) evaluation tests can also be a justification to implement recommendation algorithms, these are also used to select the most promising design(s) for online implementation (Ekstrand et al., 2011). Recommendation can be casted as a ranking problem (of top-N recommendations). This concept of Learning to Rank (LtR) encompasses its own variety of evaluation metrics as ranking can be learned through point-wise (e.g., classic metrics MSE and RMSE), pair-wise (e.g., Bayesian personalized ranking) or list-wise evaluation techniques (e.g., the mean average precision (MAP), Mean Reciprocal Rank (MRR) and Normalized Discounted Cumulative Gain (NDCG)) (Karatzoglou et al., 2013). Note that in LtR point-wise approaches are likely to portray a skewed performance caused by distinctive outliers, therefore accuracy metrics that directly measure top-N recommender quality are usually preferred (Cremonesi et al., 2010).
When evaluating recommender systems consider that goals are always contextualized by defining which set of recommendations are part of an evaluation, i.e., which algorithm, group and time-frame (short v.s. long-term effects) (Shi et al., 2017). Furthermore, careful interpretation is required when using frameworks such as Apache Mahout, Lenskit, and MyMediaLite (discontinued) as performance metrics may show disparities among the same evaluation algorithms based on how they are implemented (Said & Bellogin, 2014).

- **Finding:** Choose evaluation metrics that reflect your recommender goals and measure these automatically.

**Optimization.** Optimization of recommender systems is concerned with the maximization of expected reward while minimizing the expected costs. Evaluation and optimization are closely related but serve a different purpose. Evaluation methods serve to monitor performance and support recommender design choices, while optimization addresses the techniques that actively manage the recommender system by adjusting the parameters of the recommendation engine in order to (temporarily) increase recommender performance and maintain the quality of recommendations. In an offline setting we may perform a sensitivity analysis on performance measures, such as accuracy, by plotting the Receiver Operating Characteristic (ROC) curves to determine the optimal balance between the parameters of the function (e.g., precision and recall). In online environments, these optimizations may be dynamically monitored and adjusted (Ekstrand et al., 2011). In the case of multiple or hybrid algorithms, the optimization can be tested using a black-box testing approach (popular in online environments). Black-box testing assumes that the internal design of the recommender is not known to the testing system (Pham et al., 2013; Lee et al., 2014a; Asmus et al., 2014). Methods such as A/B test (Gomez-Uribe & Hunt, 2015; Kohavi et al., 2013; Davidson et al., 2010), or multi-armed bandits (Barraza-Urbina, 2017; Glowacka, 2017; Li et al., 2010) can be used either to select the algorithm, determine the weightings (for hybrid algorithms) (Burke, 2007), create a multi-objective recommender (Rodriguez et al., 2012), or optimize the parameters of the algorithms (Chan et al., 2013; Manouselis et al.). The purpose of testing is to find the patterns that could lead to the exploitation of local performance optimization but also balance with other utility goals of recommenders (e.g., exploration). Recommendation performance is likely to vary in evolving systems and cause temporal dynamics that needs to be considered in the evaluation as well as in the optimization algorithms to address preferences on the changing recommender system functionality (Shi et al., 2017).

- **Finding:** Design optimization mechanisms as an extension to the systems that already (automatically) monitor the recommender system performance. The optimization aims to improve the performance of previously set recommender system goals by comparing alternative algorithm settings to profit on a short-term while sustaining quality on the long-term.

**Protection.** Recommender systems are vulnerable to attacks that affect
the system’s recommendation behavior leading to biased recommendations. The most common attack is a profile injection attack, also known as shilling attack, which involves the creation of fictive profiles from which biased rating data can be sent with the intent of promoting or dissuading particular items (Williams et al., 2007). The attack models are typically developed to target a specific type of filtering algorithm or data source and can exploit the system using a variety of fraudulent schemes (Gunes et al., 2014; Mobasher et al., 2007; Lam & Riedl, 2004). A robustness analysis assesses the effect of attacks on a recommendation algorithm in order to secure the recommender system against such attacks (Burke et al., 2015; O’Mahony et al., 2004). This analysis tests both the performance shift (measured by a change in accuracy) and the stability (measured by the change in different product recommendation). Hybrid algorithms tend to be less susceptible to profile attacks and system checks for registration prevent or limit the creation of bogus accounts (Mobasher et al., 2007). A number of detection techniques exist that reveal unusual or malicious patterns of profile creation and rating data, indicating an attack (Burke et al., 2006). Classical classification techniques (Hurley et al., 2009) such as Bayesian classifier (Wu et al., 2012), peer comparison (O’Mahony et al., 2005; Chirita et al., 2005), but also neural networks are used for detecting deep level features that indicate shilling attacks (Tong et al., 2018). However, the success of classifying the suspicion is dependent on what is defined as malicious in the attack model used to build the classification.

• Finding: Reason who may be the potential adversaries, what their motives are and what they may gain. Set up monitoring systems in order to detect unusual patterns, integrate appropriate mechanisms that protect recommender systems against attacks, and consider designs that are less likely to be affected by attacks.

4. An example case of the recommender canvas: Sharebox

Here we present an example of an application of the canvas for designing a recommender for an online platform facilitating industrial symbiosis. Industrial symbiosis (IS) is a cooperation among industries, wherein waste streams as a secondary output of an industry are utilized as (part of) resources for the production processes of other industries (Chertow, 2000). Sharebox (Sharebox, 2019) is the selected online platform that functions both as a management tool for IS, as well as an anonymous marketplace for trading industrial waste and byproducts. Figure 3 shows an application of the canvas model to a real case of a recommender system design (based on van Capelleveen et al., 2018b) intended for the Sharebox platform. The canvas for the Sharebox case is constructed with the support of feedback from a consortia with expertise in field of: (a) the process industry (22 industrial cluster representatives), (b) industrial symbiosis facilitation (2 facilitator representatives), and (c) recommender system design and implementation (6 recommender system experts). The triangulation of results from the semi-structured interviews (2 process industry representatives),
a short survey (10 respondents), and a (interactive) feedback session with members of the Sharebox consortia on the elicited high-level requirements (30 participants present). The feedback data consists of discussion results on the design principles and end-user preferences regarding each of the aspects of the canvas in the context of designing a recommender for Sharebox. These have been aggregated and processed into the canvas presented in Figure 3. This case illustrates the potential application of a recommendation canvas as a tool for developing a recommendation design. The following Section 5 discusses how such canvas may support the design process.

5. Discussion

5.1. Use of Recommender System Models

The research on the design of recommender systems from a requirement specification perspective is a rather nascent field of research. Yet, only a few concepts independently aim to support requirement analysts and recommender designers (typically the product owner and the developers in scrum teams) in their task to understand, communicate, design and analyze recommender systems from a coordinating development point of view. In the following section, we outline the potential roles a recommender canvas model can play during recommender system development. We identify two categories of functions. In addition we show the potential relevance for a canvas as an educational tool.

(I) A tool for analyzing, sharing ideas, and creating common understanding when building initial designs of recommender systems.

The first application area where a recommender system model can contribute is in the analysis of building a recommender system from scratch. A generic framework may facilitate to develop ideas, elicit requirements, share ideas, and create a common understanding in the project. The benefit of using an (ontological) model is that it stimulates engineers to formulate their design thoughts, hence initiating a structured discussion on the set of design aspects thereby making the design decisions explicit, similar to how business model canvas facilitates collaborative discussions among stakeholders when creating new businesses (Osterwalder et al., 2004). The strength of using the model is that it is a simplified representation of the recommender system design, therefore it helps in communicating only the essential design decisions in an accessible way.

(II) A tool for evaluating the current state of recommender system design and for reflecting on future prospects for recommender systems.

The second area of contribution takes place in the evaluation of existing recommender systems. In this regard, agile software development considers this a natural part of software evolution, where a state of the functionality or software design is documented to explore future requirements (where are we, where do we want to go, how to get there). Due to the constant change of domain characteristics and requirements, system engineers intermittently have to make adaptations to the recommender system design. Therefore, it may be constructive to understand which issues have changed over time and require a
**Domain Characteristics:**

What characteristics may influence the design?

- **Roles of system users:**
  - A generalized case on the main users and their typical role.
  - (1) production manager, sales manager, warehouse manager, waste managers — role: producer as the top role for their organization.
  - Other potential users are:
    - (2) research technicians, product developers, business developers — role: identifying new ideas for long-term waste reuse in new product designs, e.g., addressing questions such as: "What are alternative options?" and "How large is the market for these waste materials?"
    - (3) customers — role: identifying long-term business value in investing in platform use, e.g., addressing questions such as: "If there is general potential to establish business in our organization, i.e., does the platform concern specific materials that we process?"

- **Type of available data:**
  - Recyclers indicate that waste items typically originate from industrial clusters ranging to the size of 25-300 businesses.
    - The number of waste item listings is estimated generally to be 0-10 per year per organization.
    - Database containing material science databases are rare and relatively small in size due to the nature of transaction, but few current data and additional information are available.
    - However, "asset types," such as "type: +300," "size: 100+," and "library of industrial industries" can be used.
    - Other often available data are regulatory waste registrations and statistics.

- **Preference:**
  - Although preference characteristics vary by industry type, a generalized case can be abstracted.
  - The market for waste in the process industry is perceived with both homogeneous and enable the user to decide to which extent waste types are in alignment with the current waste in the production facility, etc. forming a set of preferences.

**Technique Selection:**

What techniques best apply to this case?

- **Filtering algorithm:**
  - One of the suggested algorithms for the recommendation is based on association rules. The advantage of the filtering method is that it can be applied to relatively small user history. However, association rules support the question "What items are frequently bought together?" that aligns well with a vector-based recommendation approach (i.e., organizations express interest in a factor of, participants or offering another type of waste data).

- **Hybrid model:**
  - The filtering algorithm is considered standard at first, hence no hybrid models are suggested yet.

- **Dimensionality reduction & Scalability:**
  - A multidimensional hierarchical agglomerative clustering algorithm is selected to reduce dimensionality of the data and reduce the number of users. This algorithm maps item in a map of similarity through vector concepts.

- **Preference solicitation technique:**
  - No active preference solicitation technique is present in this version of the platform. Association rules are deduced once transactions are recorded.

**Goals:**

What do we try to achieve with the recommender?

- **Recommender goals:**
  - User goals ordered by popularity: (1) exploring new ideas, e.g., waste materials, (2) learning change in environmental solutions, (3) increasing sales.

- **Recommender use-case:**
  - Jack is a production manager of a local waste management company interested in the use of the common waste in the production facility. Every Friday, Jack considers the options in deciding waste, Jack is aware of the current waste processing systems, and the waste with recommenders’ services, he may handle waste output, alternative waste processing options resulting in the implementation of industrial solutions.

The Recommender Canvas

Aspects to consider in designing recommenders

**Functional Design Considerations:**

What functionality the user expects in the design?

- **Degree of personalization:**
  - Most of the respondents indicate that personalization is neither preferred nor considered as sufficiently effective. The content of personalized recommendations addresses the individual perceived needs of the industries.

- **Degree of user control:**
  - Respondents agreed that the respondents are willing to gain control over the distance, quantity, and type of waste items recommended. These are parameter settings of the algorithms. Furthermore, respondents prefer ability to express explicit search terms in a more personal control over the user profile.

- **Interactivity:**
  - Most respondents indicate having a preference for "search ability" and would like to interact with the recommendations following a customer-based approach, correcting and narrowing recommendation results.

- **Context-awareness:**
  - The distance between item provider and potential receiver influences the method of transactions. Source waste, waste that require special treatment and waste that fall under other waste regulations are less dependant and may be treated under larger distances. The most probable option is to recommend via a customer-based query and search approach.

- **Restrictions:**
  - Respondents indicate that recommendations may not reveal confidential information with respect to waste supply or interests of organizations.

**Interface Design:**

How to present the recommendation?

- **Presentation modality:**
  - The preferred modality is a textual representation potentially enriched by a visual image of the waste item.

- **Item organization:**
  - Recommendations are provided in a tag-list. The platform provides the list of recommendations on the right side of the interface.

- **Item notification:**
  - Recommendations are provided when logged in the system without the main search page. Some respondents also suggested to be informed about recommendations at a weekly/monthly basis by email notifications, etc., by email.

- **Item information:**
  - Each recommended waste item is presented in the title, item type, HCI codes, a concept description, the recommendation ranking score, and an image of the waste item. The list of items is surrounded by footnotes labeled, e.g., "Recommended item.

- **Item explanation:**
  - Respondents noted that explanations of recommendations could support the effectiveness of recommendations, but it is generally not required on a mandatory. Showing relevant item information is valuable.
change or additional functionality in the recommender design. We think that the use of a canvas will make it easier to identify, plan and prioritize new design aspects for the existing recommender system and their fit in the current system architecture.

An additional benefit of the canvas could be to use it as a tool in education. Models in education are justified by the ability of students to learn principles, learn about doing science and being able to take part in conducting scientific research [Justi & Gilbert 2002; Gilbert et al. 2000]. An example of a successful canvas in science education is the business model canvas [Osterwalder et al. 2004], which has been applied as a teaching tool in entrepreneurship classroom settings [Hixson & Paretti 2014]. The canvas function is to support the collection, organization, presentation of evidence, anchors participants in a common language, establishes conceptual relationships, helps in testing and refining hypotheses and in supporting social interactions and sense-making [Hixson & Paretti 2014].

5.2. Internal & External validity

This recommender canvas is designed by studying the concepts, components, and issues listed in the recommender system literature. The extensive field of recommender systems lists numerous issues and challenges that affect recommender system design, making it difficult to include every detail within the limits of a single paper. However, we believe that with the structure presented, we have captured all essential elements needed for recommender design in sufficient detail. Secondly, one may derive the presented concepts as a sequential process to follow in recommender system design. However, one should note that the order originated from the synthesis recommender system design literature. Although this may align with well-practiced data mining approaches, the view of the authors is that agility in software development is not putting strict constraints on the order of acts, but rather is an interrelated set of concepts that is built together incrementally. Moreover, the order is less relevant as our main aim is to provide structure and explanatory guidelines for recommender system designers, not a step by step sequence of design considerations in the form of a guidance framework. Another threat to the internal validity of the canvas is its applicability. This requires extensive testing in future work, i.e., applying the canvas model in more real-life situations in order to evaluate the effectiveness of the canvas in facilitating recommender system development.

A threat to the external validity of this study is the ability to generalize the proposition aspect, being the recommender system canvas, to all cases of recommender system development projects. However, since our model is built upon a broad variety of cases found in the literature originating from all sorts of domain applications with an emphasis on different aspects of the design problem, it is arguable that our model could serve to describe and document recommender system designs independent of the problem space or domain of application. However, not necessarily every recommender system development project would benefit from the structured approach we present. In contrast, many software
projects flourish on the basis of creativity rather than structural design (Dyb & Dingsyr 2008; Highsmith & Cockburn 2001). However, in projects with high complexity, we think the requirement specification approach we describe could be particular beneficial.

A further concern may be the limited temporal validity of the model, as new concepts may develop as a consequence of future technological developments in the field of recommender system. Models, however, have never had ample justification for remaining static (for an extended period), and many scientific models also grow through iterative development (Justi & Gilbert 2002). Hence, this canvas may also be an initial design for ongoing recommender design models.

6. Conclusion

In this paper, we argue that the burgeoning concepts in recommender system development, the variety of choices, and the numerous alternative system designs may be overwhelming for practitioners to consider, and they would benefit from a structured ontological approach in coordinating design decisions. Our work resulted in a recommender system canvas developed based on a hermeneutic literature review (Boell & Cecez-Kecmanovic 2014).

This canvas enables practitioners to create a high-level structured overview of recommender system designs while externalizing the relationships between interrelated concepts. Furthermore, it contributes a model to science illustrating the decision space of designing recommender systems. The canvas intends to serve as a requirement specification tool to analyze the fundamental questions of recommender system design to a broad audience of software engineers, software project managers, and education institutions. The tool may be used to support complex recommender system development projects, (1) the analysis, idea sharing, and creation of a common understanding when building initial designs of recommender systems, (2) the evaluation of the current state of recommender system design and the reflection of future prospects for recommender systems.

Although the work on modeling recommender system design is preliminary, there is a vast potential to explore this canvas further in different domain applications. Furthermore, the research may focus on understanding relationships among various canvas aspects and synthesizing guiding principles (i.e., ‘best practices’) for low-level decision making in each of the individual aspects. In conclusion the study provides a novel requirement specification perspective on recommender systems with the proposal of a canvas management tool to facilitate recommender system design.
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